
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Journalist Fellowship Paper  

AI transparency in journalism: 
labels for a hybrid era  
 

By Katharina Schell 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
December 2024 
Michaelmas Term 
Sponsor: APA – Austria Presse Agentur  



2 
 

Contents  
 
Introduction 3 

Conditio sine qua non! 4 

The flaw in the transparency hypothesis 5 

Diagnosis: Advance mistrust 6 

What do we know about user mistrust of AI? 7 

Transparency rules: many words, some gaps 9 

AI policies and guidelines from media companies 9 

The EU AI Act 10 

Autonomy, agency and AI 12 

Decision-making authority 12 

The autonomy of authorship 13 

Disclosure decisions in the agency matrix 17 

We need to think beyond labels 19 

Caution: side effects of labelling 19 

Disclosure strategies: a blueprint for procedural insight 22 

Conclusion 24 

Acknowledgements 26 

References 27 

 
 
 
  



3 
 

Introduction 
The deployment of AI in media production has prompted a debate on the 
appropriate labelling of AI use in journalistic processes. While the concept of 
transparency is gaining traction, many practical issues remain unresolved.  
 
Furthermore, regulatory initiatives have not yielded the clear guidelines many 
stakeholders had anticipated. Key questions remain unanswered:  
 

• What factors should be considered when determining whether to label the 
involvement of artificial intelligence (AI) in journalistic production?  

• What characteristics should the labels possess?  
• What information should they convey, and  
• How can the labelling process be integrated into the workflow of media 

production and distribution?  
 
The aim of this project is to propose a practical framework and accompanying tools 
that help publishers, editorial teams and journalists make well-informed and plainly 
explainable decisions on whether, when and how to disclose the use of AI in their 
journalistic products. Contingent on these decisions, the project also sets out a 
range of formal options for the labelling itself.  
 
These approaches should be as sustainable as possible. In other words: based on 
current use cases, the proposed solutions should keep pace with technological 
developments, at least for some time to come. 
 
The discourse surrounding the implementation of artificial intelligence in 
journalism is unduly preoccupied with technological aspects; there is a 
disproportionate focus on AI, with insufficient attention directed towards the 
fundamental aspects of journalism. It is imperative to address this imbalance.  
 
As my primary working concept, I use the factor of autonomy in the human-
machine relationship. The thinking is as follows: the extent to which human 
editorial autonomy has been transferred to the machine is a crucial factor in 
determining whether or not to disclose the AI’s contribution.  
 
However, the integration of autonomous machine decisions into the journalistic 
workflow adds a new dimension to the concept of journalistic agency.  
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Consequently, I propose an extension of the concept of journalistic autonomy to 
include the aspect of “authorial autonomy”. This involves describing the journalist 
as an author whose agency is constrained by a new actor in his or her own domain. 
 

A note on terminology 

 What do I define as journalism in the context of this project?  

Framing the journalist as “author” already suggests I am primarily concerned with the field of text-
based news journalism, which includes readable texts (online or in print) and – to the extent to 
which scripted text is involved – some audio content (radio, podcasts, online).  

I have chosen text-based news for a number of reasons:  

1. In text journalism, the question of what is considered “AI-generated” is particularly difficult to 
answer.1 Current regulatory efforts, such as the EU AI Act, allow a considerable degree of 
interpretation with regard to AI-generated or -assisted journalistic texts (in contrast to the case 
of visual media genres).2 This is also reflected in the correspondingly vague wording used in 
various guidelines of well-known media outlets (for an overview, see here). 

2. The journalistic text remains the exemplar of the journalistic genre, demonstrating the typical 
workflow from information gathering to content creation and distribution. 

As a final distillation of my definition of text-based journalism, this project considers hard news – the 
segment of the broad range of journalistic expression that can claim to have the most direct 
democratic impact. Concerns that AI in journalism could have a negative impact on the information 
society need to be taken particularly seriously in this sector. 

 What do I define as Artificial Intelligence in the context of this project?  

It is necessary to narrow down the catch-all AI buzzword. In current media discourse, the term 
Artificial Intelligence is equated almost exclusively – and implicitly and incorrectly – with Generative 
Artificial Intelligence.3 However, the ways in which AI is used in journalism are far more diverse. 

For the purposes of this paper, I define AI as a system that makes autonomous decisions in a 
delimited, intellectually defined and journalistic field and thus generates or modifies a journalistic 
text or participates in its generation or modification. 

This definition also covers the use of AI in the distribution of the resulting content product, insofar as 
it comes to specific publication decisions about specific journalistic works – that is, when it comes to 
a system's editorial decision about whether or not to publish a particular story. However, I am not 
addressing further algorithmic curation that might occur in a content distribution systems of a 
platform (such as a media company's website). 

 
Conditio sine qua non! 
In all of the considerations in this text, I am working from two premises: 

1. Editors and media companies do not publish content for which they have 
used AI without thorough editorial review. 

2. Deepfakes, in the sense of regulatory requirements, must be labelled in any 
case. These are therefore not considered part of the discussion.  
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The flaw in the transparency hypothesis 
The debate – one might even say moral panic – about fake news since the mid-2010s 
means “transparency” is a term we are all familiar with. Hardly any medium with 
quality standards has avoided taking up the cause of transparency. And so what if AI 
comes into play? We remain transparent, we adapt this principle in a contemporary 
way, and that’s it – right? Unfortunately, not.  
 
For a start, research suggests we have failed to correctly interrogate the seemingly 
promising principle of “transparency”.  
 
“For all its popularity and its potential importance in addressing journalistic and 
public concerns, discussion of transparency has suffered from a lack of clarity in its 
definition,” find Drs Kyle Heim & Stephanie Craft.4 Meanwhile Finnish journalist 
Jussi Latvala reports: “I have found no agreed-upon set of practices at the core of 
the journalistic transparency ideal.”5 And now a new player has come along to 
rudely illustrate as much.  
 
A lot has been written about the contemporary interpretation of transparency in the 
AI age, and the normative consensus is: “Transparency is […] a deeply held 
normative value that aims to guide the behaviour and conduct of journalists.”6 Yet 
no one seems to know how to implement the ideal in practice.  
 
Latvala didn’t have AI in mind when he challenged the dogma of journalistic 
transparency in 2023. He was questioning the mantra-like belief that transparency 
in journalism would increase user trust. 
 
This same belief underlies much of the public reflection on AI transparency in 
journalism. In their guidelines, AI Transparency in Journalism, Swedish media 
publishers state: “Transparency is a means of creating trust.”7 Their document 
exemplifies a boom in memoranda of understanding from publishers and 
newsrooms keen to demonstrate their responsible and transparent use of AI. 
 
Hardly any of these guidelines can do without the key concept of transparency, 
which is incidentally a symptom of the isomorphism of these texts, as noted in 
several recent works (more on this here).8 At least implicitly, all the guidelines for 
artificial intelligence express an a priori distrust – trust withheld in advance of 
available evidence of untrustworthiness. RSF guidelines, for example, warn that AI 

https://www.nordicaijournalism.com/ai-transparency
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could become “a structural challenge to the right to information [in the sense of] the 
freedom to seek, receive and access reliable information.”9  
 

Diagnosis: Advance mistrust 
The media’s advance mistrust in AI is based on its fear of deception (more on this in 
detail on page 9). This is understandable, given the trajectory of “transparency” as a 
household remedy for digital disinformation. Now AI is being added to the threat 
scenario as another risk factor. It is argued that the lack of transparency in AI 
systems could undermine journalistic accountability and make it difficult for 
audiences to assess the credibility of AI-generated content. 
 
“Audiences may feel deceived if they assume an AI-generated piece was written by a 
human. This erodes consumer trust over time.”10 These are lines from a hyperbolic 
marketing blog, but they sum up the general suspicion in a conveniently crisp way: 
AI is something to be mistrusted. If the medium I trust uses AI without telling me,  
I will lose my trust. 
 
The source of logical tension here is the ambivalent nature of the mistrust: on the 
one hand, the technology – the much-vaunted black box – must be taken as 
universally not trusted. On the other hand, the hypothesis is that the media 
company that uses this untransparent technology loses trust unless it does so 
transparently. And so the transparency hypothesis is carried over unquestioningly 
into the AI age. 
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What do we know about user mistrust of AI? 
The extant research provides no compelling evidence that users exhibit a 
generalised mistrust of AI in journalistic production. In past years, there has been a 
notable focus on algorithmic recommendation systems and the distinctiveness of 
automated journalism.11 Altay & Girardi (2024) find general “AI aversion” is “well-
documented in the literature”, yet it remains unclear whether this aversion 
manifests to a similar, greater, or lesser extent in relation to journalism.12 
 
More recent work has focused on general attitudes to AI in journalism, looking at 
specific use cases and providing initial insights into user-focused transparency 
strategies. The 2024 edition of the Reuters Institute for the Study of Journalism's 
Digital News Report (DNR) looked at attitudes, specifically as a type of emotional 
state, in 28 countries and found evidence of AI aversion: “Our qualitative research 
shows that people’s starting point is generally one of resistance, suspicion, and 
fear.”13 Around half of respondents (US: 52%, Europe: 47%) are uncomfortable with 
the idea of news being primarily produced by AI. However, the picture is different 
when it comes to assisting AI, where most of the work is still done by journalists: 
42% in the US and 33% in Europe are quite comfortable with this.14  
 
The DNR team’s further research also shows that discomfort correlates with other 
factors. The higher the level of “AI awareness”, the “relatively more comfortable” 
users are with AI applications in journalism.15 Yet awareness of AI is still low, with 
49% of respondents (across all markets surveyed) saying they have heard little or 
nothing about AI. At the same time, socio-demographic differences are apparent 
(younger, male respondents tend to be more familiar with AI).16 
 
Users’ attitudes also vary according to subject matter: the use of AI is less welcome 
in hard news, such as political, crime or local reporting, than in entertainment 
journalism or sports.17 The latter in particular may be due to the fact that in the first 
wave of news automation, sports reporting became known as a prime use case for 
rule-based generation. 
 
Finally, there is evidence of use case-specific acceptance based on where in the 
journalistic workflow the AI was used: “Depending on whether it is used behind the 
scenes, to deliver news in new ways, or to generate entirely new content.”18 
 

https://osf.io/mdvak/
https://academic.oup.com/pnasnexus/article-abstract/doi/10.1093/pnasnexus/pgae403/7795946
https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2024
https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2024/public-attitudes-towards-use-ai-and-journalism
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2024-06/DNR%202024%20Final%20lo-res-compressed.pdf
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Bear in mind that findings about the state of inclination are largely based on the 
status quo of media production and reception. Empirical studies can hardly take into 
account the prospect that new technologies have the potential to significantly 
change media consumption itself, i.e. the way users access news content.  
 
It is probably not too far-fetched to assume that the way in which information is 
conveyed, not least in the form of dialogue, will have a disruptive effect. Whether 
conversational agents lead to a higher perceived credibility of information has 
already been investigated (in the study mentioned, the answer is “yes”).19 The 
“preference for dialogue with the machine” could lead to a shift in the way some 
users interact with news content, using AI not just to read the news, but to “process, 
interpret and personalise it in ways that meet their individual needs”.20  
 
A recent study suggests that users are increasingly taking a pragmatic approach to 
the idea of AI in journalism: “Much of the public believes that journalists are 
currently using generative AI to perform certain tasks[…]”, such as proof-reading, 
headlines and “writing the text of an article”.21 In this context, a wide-ranging study 
of possible discrepancies between perceived use and editorial reality would be 
desirable. For now, it can only be assumed that users – based on this online survey 
in six countries – tend to overestimate the use of AI, especially generative AI, in 
media production, which the authors rightly and aptly describe as a thoroughly 
cynical assessment of journalism. 
 
This makes the question of users’ intentions all the more interesting when 
confronted with content that is indeed made using AI and labelled as such. “They 
want a choice and to be able to exercise a certain level of agency. […] Being able to 
filter news that has been written by an AI or a human,” according to Piasecki et al.22 
 
So users are making up their minds concerning what to think about AI in journalism, 
which means that now could be the perfect time for a well thought-out disclosure 
strategy: “Participants see AI technology as an important emerging technology that 
will dramatically impact their lives in the future; participants had positive and 
negative feelings about that fact, but many expressed a willingness to change their 
opinion about the risks and benefits of AI as the technology evolves.”23 
  

https://www.nature.com/articles/s41598-024-67829-6
https://generative-ai-newsroom.com/do-people-want-to-get-their-news-from-chatbots-8a806495b65d
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2024-05/Fletcher_and_Nielsen_Generative_AI_and_News_Audiences.pdf
https://policyreview.info/articles/analysis/ai-generated-journalism-transparency-provisions
https://innovating.news/article/focus-group-insights-2-perceptions-of-artificial-intelligence-use-in-news-and-journalism/
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Transparency rules: many words, some gaps 
With advance mistrust and an audience unclear on what they think about AI, the 
starting point for drafting specific media guidelines is rather unfavourable.  
 
There is a fundamental tension for media publishers concerned about the disclosure 
of AI: “Much of the prevailing discourse surrounding the labeling and detection of 
AI-generated media is grounded in fears that such content could mislead or 
otherwise deceive members of the public.”24 In a journalistic context, intent to 
deceive is an accusation that comes close to libel. “It is important to distinguish 
between the use of AI in editorial media compared to other types of digital 
platforms,” the Swedish publishers also stress. 25 
 
In addition, the term media is not clearly defined: regulators, industry, platforms, 
publishers and journalists all use it in different contexts. The fact that key 
regulatory documents such as the EU AI Act do not make any clear statements about 
media production does not make things any easier. 
 
AI policies and guidelines from media companies 
Recently, several insightful comparative studies of AI guidelines have been 
published. They agree that most of these texts are very similar – too similar, 
according to some.26 Here, I will examine the disclosure provisions of 13 directives, 
focusing in particular on their attempts to define a threshold above which the use of 
AI in texts must be made transparent. The approach of the texts can be roughly 
divided into three categories: 
 
On the one hand, there are policies that strictly reject the use of generative AI, such 
as those found at WIRED and to some extent at the Guardian (although there is 
already a restriction and approval process in place for “exceptional use”).27,28 It can 
be assumed that sooner or later the guidelines in this category will be made more 
permissive, as has already happened in some media organisations. My employer, the 
Austria Presse Agentur (APA) wrote in its 2023 policy that it “does not use any text 
modules from generative AI in text messages”, but will adjust this in the 2024 
update (see below).29 
 
In the second category, I include policies with generally worded transparency 
intentions, such as the BBC’s assurance that it will ensure that users “can 
understand why we use [AI], how it works and how it affects them”.30 Or Reuters, 
who, “[…] will implement practices intended to make the use of AI in our products 

https://generative-ai-newsroom.com/towards-guidelines-for-guidelines-on-the-use-of-generative-ai-in-newsrooms-55b0c2c1d960
https://reutersinstitute.politics.ox.ac.uk/news/ai-newsroom-guidelines-look-very-similar-says-researcher-who-studied-them-he-thinks-bad-news
https://www.wired.com/about/generative-ai-policy/
https://uploads.guim.co.uk/2023/07/27/GNM_editorial_code_of_practice_and_guidance_2023.pdf
https://apa.at/wp-content/uploads/2023/07/Leitlinie-zum-Umgang-mit-kuenstlicher-Intelligent-2023-2.pdf
https://www.bbc.co.uk/supplying/working-with-us/ai-principles/
https://www.thomsonreuters.com/en/artificial-intelligence/introduction-to-artificial-intelligence-at-thomson-reuters.html
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and services explainable”.31 The Algemeen Nederlands Persbureay (ANP) leaves the 
decision to disclose to the editorial team if they “deem it appropriate”.32 
 
And, finally, there are texts that try to specify how strong the AI factor has to be in 
the end product in order for labelling to be required. For Der Spiegel it is “a 
significant role” that AI plays, while for German public broadcaster Bayerischer 
Rundfunk, transparency is required for “largely automated content”.33,34 “A 
considerable impact on journalism” is the transparency trigger for Swedish daily 
Aftonbladet.35 The Swiss media company Ringier Group frames disclosure from the 
opposite view: “Labelling is not required in cases where an AI tool is used only as an 
aid”.36 Deutsche Presse-Agentur (dpa) limits the labelling requirement to cases 
“where content is generated exclusively by AI”.37 The Associated Press (AP) names 
specific use cases for “experimentation” with AI (translation, news summaries, 
headlines), but considers only machine translation to be subject to labelling 
requirements.38 In its updated guidelines, which have not yet been published, APA 
cites the “degree of automation” as the crucial consideration.39 The earlier-
mentioned Swedish paper from the Nordic AI Journalism initiative does not define 
“significant journalistic impact”, but leaves the decision to the media company, 
where it should take place “in the editorial process”.40 
 
Almost all the policies I looked at emphasise that no content modified or generated 
by AI should be published without editorial review. Another common feature is the 
absence of the audience as a target of transparency efforts. If the user is lost from 
view in attempts to extend the concept of transparency to AI, these efforts end up in 
a teleological vacuum – lacking purposeful direction. 
 
The EU AI Act 
The European Union is taking a different approach in its regulatory efforts, known 
as the EU AI Act. It establishes a framework for artificial intelligence (AI) systems, 
categorising them by risk level. It also emphasises transparency throughout the AI 
system lifecycle, encompassing the design, development, deployment, and post-
market monitoring phases. Article 50, which is relevant to media professionals, 
explicitly takes the user perspective and focuses on preventing deception: when 
natural persons interact with AI systems, they must be informed, the Article 
states.41 
 
Clause 4 of Article 50 establishes disclosure requirements for the distribution of AI-
generated content. It seems simple enough: content that is entirely AI-generated, 

https://drive.google.com/file/u/0/d/1-3sAJtkOJrdIGw-gZFqYDEGQQNw13e0U/view?usp=sharing&pli=1&usp=embed_facebook
https://devspiegel.medium.com/k%C3%BCnstliche-intelligenz-und-der-journalismus-wie-wir-beim-spiegel-dar%C3%BCber-denken-c83ee5c68965
https://www.br.de/extra/ai-automation-lab/ki-ethik-100.html
https://www.br.de/extra/ai-automation-lab/ki-ethik-100.html
https://www.aftonbladet.se/a/76ydy9
https://www.inma.org/blogs/ideas/post.cfm/ringier-leverages-ai-benefits-while-minimising-its-risks-with-new-guidelines
https://innovation.dpa.com/2023/04/03/kuenstliche-intelligenz-fuenf-guidelines-der-dpa
https://blog.ap.org/updates-to-generative-ai-standards
https://apa.at/
https://apa.at/
http://data.europa.eu/eli/reg/2024/1689/oj/eng%20(Accessed:%2030%20October%202024).


11 
 

such as images, videos or audio files, is considered to be a deep fake and must be 
labelled as such. 
 
However, the second paragraph of Clause 4 is tricky from a media point of view: 
“Deployers of an AI system that generates or manipulates text which is published 
with the purpose of informing the public on matters of public interest shall disclose 
that the text has been artificially generated or manipulated. This obligation shall 
not apply […] where the AI-generated content has undergone a process of human 
review or editorial control and where a natural or legal person holds editorial 
responsibility for the publication of the content.” 
 
The first analyses of how much room for interpretation these wordings leave for 
disclosure in editorial practice are available.42 The short answer is: a great deal. On 
closer inspection, it is not clear how “direct interaction” is to be defined in the 
context of media consumption, or what text manipulation can mean in the context 
of media production. Moreover, would any reputable medium knowingly 
disseminate deep fakes?  
 
A superficial reading suggests that the internal rules that media companies have 
already adopted are far stricter than the requirements of the EU regulation, in that 
they commit to editorial control and labelling of AI content. In my view, however, it 
is fair to question whether the AI Act can achieve the intention of enabling users to 
consume information in an informed way.43 
  

https://policyreview.info/articles/analysis/ai-generated-journalism-transparency-provisions
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Autonomy, agency and AI 
Journalism sees itself as independent and strives for the greatest possible autonomy. 
This “invocation” may have what Örnebring & Karlsson describe as a “ritualistic 
quality”, but it determines the idea of what role journalism fulfils and how it 
acquires the power to act.44 
 
Their notion of journalistic autonomy as “the idea that journalism as a societal 
institution, as well as individual journalists in their workplace (the newsroom), 
should be free from undue influence from other societal institutions and actors” is 
challenged, however, by “questions of control, dependence and autonomy in the 
light of the ‘AI goldrush’ in the news”.45,46  
 
Is semi-autonomous technology yet another player entering the editorial arena and 
restricting journalists’ freedom of action? Yes, according to some: “AI introduces a 
non-human actor into the newsroom that simulates acts of journalism usually 
associated with a human, such as news writing or content moderation.”47 
  
The rich body of research on the tense relationship between journalistic autonomy, 
agency and independence can only be implicitly addressed here, so I will fall back on 
Felix Simon’s apt and compact definition: “a journalist’s capacity to act (agency) in 
a self-directing manner (autonomy)”.48 I focus on the power of action in editorial 
decisions and relate it to key concepts in editorial guidelines such as editorial 
responsibility and significant journalistic impact.   
 
Decision-making authority  
Journalists consider the “level of editorial control” to be the key indicator of their 
autonomy .49 I would add “the authority to make and to exercise decisions” to this 
definition. But, if journalists these days “have episodic autonomy over what they 
publish”, the room for action seems limited.50 And the potential of AI systems to 
limit “journalists’ discretionary decision-making ability and therefore their agency 
and autonomy” is obvious.51 
 
Journalism, especially in a partially formalised environment such as news 
journalism, has long been “vulnerable to automation”, has even “had strong 
elements of ‘robotness’ for a long time”.52,53 The Churnalism Møller cites (“a form of 
routinised information packaging that lacks original ideas and instead recycles news 
content from other sources”) is an example.54 

http://ebookcentral.proquest.com/lib/oxford/detail.action?docID=29117511
https://oxfordre.com/communication/display/10.1093/acrefore/9780190228613.001.0001/acrefore-9780190228613-e-829?p=emailAAw0QRrJHuncM&d=/10.1093/acrefore/9780190228613.001.0001/acrefore-9780190228613-e-829
https://revistas.ucm.es/index.php/ESMP/article/download/97746/4564456570496/4564456723150
https://www.cambridge.org/core/elements/abs/unprinted/6F30537D5016C240EFC51A64D8D867B9
https://sciendo.com/article/10.2478/nor-2013-0111
https://journals.sagepub.com/doi/full/10.1177/14648849241269300
http://ebookcentral.proquest.com/lib/oxford/detail.action?docID=29117511
http://ebookcentral.proquest.com/lib/oxford/detail.action?docID=29117511
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What distinguishes the current paradigm shift from the history of constant digital 
change in media is that technology not only potentially changes editorial decisions, 
but also makes them. And that an external influence is being internalised by 
newsrooms. Not only is technology “frequently developed or at least co-developed 
inhouse by powerful actors within the institutional framework”, but journalists 
themselves are often involved in implementing it in editorial workflows, sometimes 
in a leading role.55 They exert “procedural influences”– and these are “generally 
seen as the most important (and therefore the most important factors limiting 
journalistic autonomy)”.56 
 
It is significant that the technology is openly recognised as a new player in the 
newsroom. However, the way we name it – for instance, calling it an “assistant” 
(APA’s in-house GenAI application is called “TextAssistant”) – speaks for itself: the 
player has been brought on board with journalistic sanction, but ranks below editors 
and reporters in the hierarchy. The new “assistants” have a “second-order” 
autonomy.57  In this way of thinking, the authority remains with the human 
journalist, but certain decisions are taken by the assistant.  
 
But what crucial decisions are made in the prototypical day-to-day work of a 
newsroom? “At the level of daily news work, autonomy is understood as the extent 
to which journalists are free to decide story angles, what sources to use, and what 
narrative frames to employ.”58 A model process: 
 

• Which story is selected/researched? 
• What information and sources are used, which are discarded? 
• What is the tonality, angle, format and audience of the story? 
• When, how and where will the story be published? 

 

The autonomy of authorship 
What’s the story? This question is asked and answered thousands of times every day 
in newsrooms around the world. Humans like and need to consume information in 
the form of narratives. Journalists were satisfying this need long before storytelling 
became a buzzword. 
 
But there remains a curious gap in considerations of journalistic autonomy and 
agency – and not only in the context of AI: it is the framing of the journalist as a 
member of a writing guild. To put it simply: as an author. This is rarely considered in 

http://ebookcentral.proquest.com/lib/oxford/detail.action?docID=29117511
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journalism research or, if it is, then it is done so from the point of view of the 
recipient: a popular research question explores if users can distinguish between a 
text written by a human or machine. 
 
The hype around generative AI as a potential threat to journalists is aimed precisely 
at what we will call the authorial authority and autonomy of journalists. Again and 
again – and unfortunately, one might say – articles are published by journalists 
suggesting that generative AI writes almost as well or better than a human.  
 
My favourite example of this is an early piece of GPT reporting from the Guardian: 
“A Robot Wrote This Entire Article. Are You Scared Yet, Human?”59 This article is 
from 2020, but it set the tone for public, audience-focused discourse on AI and 
journalism. More interestingly, by suggesting that the entire text was “written” by 
“a robot”, it ignored and distorted the journalistic achievement of the author (in 
fact, the byline named “GPT-3” as the author). Someone – some human – at the 
Guardian triggered, edited, shortened and assembled several of the model’s texts. 
Curation, editing and publication decisions: these are the core tasks of an authorial 
regulatory power in journalistic narrative, and even in this scary example, humans 
took on these tasks.† 
 
So what is the difference between writing and telling a story? This is a question that 
literary scholars have been asking for centuries. Perhaps we can learn a thing or two 
from them. After all, as Ørmen & Gregersen say: “Journalists, like all other authors 
of narratives, organise their narratives by manipulating the sequence of events from 
a straightforward chronological sequence to a more effective one.”60 
 
The agency of authors is “deliberate”, one that pursues certain intentions and can 
be held accountable for its work.61 For Van Woudenberg, this argues against 
attributing characteristics of authorship to ChatGPT. But let’s take this definition 
further in a journalistic context – for which it is perfectly suited – and assume that 
the journalistic author delegates parts of their intentions to the machine, which 
then produces on behalf of the author: the authorial autonomy would be shared, the 
intention and responsibility would remain with the human, but the work itself 
would be the task of the AI. 
 

 
† It should be noted that the Guardian emphasised that the process “was no different to editing a 
human op-ed” – but that doesn’t change the fact that editorial and authorial decisions produced the 
end result and that there was no reason to fear either way. 

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://oxfordre.com/communication/display/10.1093/acrefore/9780190228613.001.0001/acrefore-9780190228613-e-908
https://link.springer.com/article/10.1007/s13347-024-00715-1
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“Distributed authorship” is the term Hannes Bajohr uses to describe the interaction 
between humans and machines in an author network.62 Rather than viewing 
authorship as a solely human endeavour, this model recognises the agency of non-
human actors. This involves a loss of control on the part of the author. The greater 
the loss, Bajohr says, the greater the role of editorial choice, and: “It is therefore 
plausible to think of authorship as editorship.”63 But this, in turn, disturbs an 
understanding of autonomy based on “the extent to which journalists are free to 
decide on the stories they cover or edit, as well as the selection of story angles, 
sources, and narrative frames”.64,‡  
 
The journalist as author must relinquish power. Coeckelbergh and Gunkel describe a 
“joint-agency”: “Instead of regarding humans as absolute and ‘authoritarian’ 
authors, we propose […] to regard humans, language, and technology as co-authors 
in the processes and performances of these generative models like ChatGPT.”65  
 
Yes, the time has come to dig out Roland Barthes’ dictum on the death of the author 
and to remember Michel Foucault, who predicted the obsolescence of the author. 
Coeckelbergh and Gunkel continue: 
 

“Though Barthes and Foucault did not address themselves to LLM 
and generative AI, their work on authorship expertly anticipates 
our current situation: One day there will be “no longer an 
identifiable human author at all”.  

 
Ørmen and Gregersen suggest it is already the case: 66  
 

“The much-discussed ‘death of the author’ in literary studies is 
altogether real in certain parts of journalism, where robots are 
now responsible for writing up certain types of journalistic 
pieces”. 

 
This is getting a bit depressing. To be clear, the death of the author in journalism 
need not mean the end of journalism, nor the demise of journalists as machine 

 
‡ Emphasis author’s own. 

https://onlinelibrary.wiley.com/doi/full/10.1111/oli.12450
https://link.springer.com/article/10.1007/s00146-023-01710-4
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editors. The concept of co-authorship in journalism allows us to glimpse the 
potential scale of the disruption that the AI era may bring to journalism and, by 
extension, its social function.  
 
“Retooling” is only the beginning. 67 The transformation will no longer be limited to 
business models for journalism, distribution channels for journalism, formats or 
platforms. What is being reshaped, if you will, is the “essence of journalism” and its 
future impact on our information systems.68 
 
We are on the cusp of an age of hybrid journalism in which the actors may be human 
or machine.69 We have not yet adapted our notion of journalistic autonomy. 
 

Another note on terminology 

In hybrid journalism, both humans and machines have agency. Their balance of power in the 
journalistic process can be described in terms of two areas of autonomy: editorial decision and 
authorial autonomy. 

  

https://www.cjr.org/tow_center_reports/artificial-intelligence-in-the-news.php
https://journals.sagepub.com/doi/abs/10.1177/14648849241269300
https://revistas.ucm.es/index.php/ESMP/article/download/97746/4564456570496/4564456723150
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Disclosure decisions in the agency matrix  
I recommend using the balance of power in the hybrid journalistic process as a 
decision criterion for or against the disclosure of AI in this process.  
 
Here, a case-by-case approach is useful. As an application example, I illustrate 
below how such a framework can be used.  
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This matrix outlines the tasks involved in hybrid news production, categorising 
them by the role of human, machine, or hybrid decision-making and their respective 
impacts on editorial and authorial control. 
 
There are two important things that I would like to emphasise: 
 

• The list of use cases is not exhaustive. It is intended to demonstrate how the 
system can be used to make a decision for or against labelling AI using the 
blueprint we will discuss below. 

 
• The classification is not risk based. However, it is used to identify tasks with a 

high impact on autonomy, which may indicate a higher need for scrutiny to 
maintain ethical standards, transparency and journalistic integrity.  
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We need to think beyond labels  
Let us assume, on the basis of what we have said so far, that disclosure of AI 
involvement in journalism is desirable in principle, even if it is not entirely clear 
how to account for the “varying levels of algorithmic intervention”.70 Let us further 
assume that we have defined the AI use cases that are worthy of disclosure in 
accordance with the impact matrix. And let us assume that this labelling is intended 
to empower the user to act, and that journalists do not intend to deceive their users. 
What should these labels look like? 
 
The most obvious solutions are dominated by initiatives in the visual field, just as 
the term synthetic content is primarily associated with these genres.71 Labelling a 
visual element with a visual label seems to be a simpler undertaking and more 
technologically feasible – as demonstrated by the Coalition for Content Provenance 
and Authenticity (C2PA).72 The main motivation of these initiatives is to mitigate 
deception and manipulation on the one hand, and to address intellectual property 
issues on the other. 
 
Caution: side effects of labelling 
First, a word of caution: “labels could backfire” and several studies have 
demonstrated this effect.73 Altay & Gilardi found: “Labelling headlines as AI-
generated reduced the perceived accuracy of the headlines and participants’ 
intention to share them.”74 And Longoni et al. observed user aversion to AI 
indicated “potentially detrimental consequence of disclosing use of generative AI, 
which may further exacerbate the already declining public trust in news outlets”.75 
 
We face a “paradox of AI disclosure”: Users want to know how journalism is using 
AI, but if the industry fulfils this desire, it will face potential reputational costs. 
“Rather than being rewarded for transparency, news organisations that disclose 
their use of these tools are perceived as less trustworthy and may therefore have 
fewer incentives to be so forthcoming,” according to Toff & Simon.76 
 
Hasty labelling strategies can distort the view of the whole news environment. Take 
fake news labelling: when content was labelled as fake, unlabelled content received 
higher trust ratings. This implied truth effect could become an “implied authenticity 
effect” in the context of AI.77  
 

https://syntheticmedia.partnershiponai.org/
https://c2pa.org/
https://generative-ai-newsroom.com/this-article-is-ai-generated-ai-disclosure-and-labeling-for-news-content-73d6e6cb6d50
https://academic.oup.com/pnasnexus/article/3/10/pgae403/7795946
https://osf.io/preprints/psyarxiv/wgy9e
https://osf.io/preprints/socarxiv/mdvak
https://mit-genai.pubpub.org/pub/hu71se89
https://mit-genai.pubpub.org/pub/hu71se89
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The most unfavourable outcome would be a news environment in which journalistic 
articles are correctly labelled in accordance with rigorous standards, yet are 
perceived as being of lesser value by the audience than generic, non-journalistic and 
unlabelled AI content. One conclusion of academic research: “If the content is not 
harmful, the benefits of labelling it as AI-generated are debatable, especially given 
the negative effects of these labels.”78  
 
But we won’t be able to satisfy users’ need for information in this way. So what 
communication measures can we take to empower users to make informed choices 
about consuming content? And at the same time not lose their trust in journalistic 
content? 
 
Procedural insights 
Unsurprisingly, users do not find labels such as “manipulated”, “deepfake” or “not 
real” particularly trustworthy, so the goal would be to describe in a more nuanced 
way exactly what the AI has done.79 It is worth exploring the concept of process-
oriented labelling. This is not limited to a description of the content, but makes it 
clear how the piece of journalism was created and at which points in the process the 
AI took over which tasks. This allows for more “neutral” tagging.80  
 
However, this could end up being a lot of text if we assume that multiple AI 
applications may be involved in the production of an article – or even a team of AI 
agents running automated workflows.81 Yet the explanation should be written in a 
way that is easy for users to understand: “Disclosure is meaningless if readers are 
unsure of how to interpret the labels.”82 
 
The Nordic publishers suggest the wording created with the support of, “to signal AI’s 
actual impact on the content and remind the media consumer that there is an 
editorial process (and staff) behind the content”.83 The proposition’s weakness is 
demonstrated by the example of labelling an AI-generated illustration. This use case 
in particular is so heavily influenced by AI that it can hardly be considered mere 
‘support’. Wouldn’t users feel even more misled? 
 
Whichever way you look at it: “Deciding which ‘flavour’ of transparency to provide 
is one of the main challenges.”84 This is echoed in policy terms, too: various AI 
guidelines occasionally include specific communication measures such as bylines, 
text boxes, endnotes or register entries – but the majority of governance texts 
refrain from giving specifics. 

https://pubmed.ncbi.nlm.nih.gov/39359399/
https://osf.io/preprints/psyarxiv/v4mfz
https://generative-ai-newsroom.com/how-teams-of-ai-agents-could-provide-valuable-leads-for-investigative-data-journalism-ac48ece1fdab
https://generative-ai-newsroom.com/how-teams-of-ai-agents-could-provide-valuable-leads-for-investigative-data-journalism-ac48ece1fdab
https://generative-ai-newsroom.com/this-article-is-ai-generated-ai-disclosure-and-labeling-for-news-content-73d6e6cb6d50
https://www.nordicaijournalism.com/ai-transparency
https://generative-ai-newsroom.com/this-article-is-ai-generated-ai-disclosure-and-labeling-for-news-content-73d6e6cb6d50
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Fixation on labels does not seem very effective. There are cases where a simple 
visual signal or a short explanatory text may suffice. But labels cannot cope with the 
increasing hybridisation of editorial processes. To quote Wittenberg: “Rather than 
treat labelling as a one-size-fits-all solution, both scholars and practitioners should 
carefully consider the objectives that labelling is intended to accomplish and 
engineer solutions accordingly.”85  
 
The more complex the ‘yes or no’ decision becomes, the stronger the case for 
sustainable systems of transparency “that empower audiences to label themselves 
and to evaluate content manipulation, accuracy, and context”. 86 
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Disclosure strategies: a blueprint for 
procedural insight  
Here, I outline a labelling concept for text-based journalism that explains the 
journalistic process and its steps in a transparent and comprehensible way and 
discloses whether AI systems were involved.  
 
On the one hand, this avoids a stigmatising effect (in the eyes of the user) and, on 
the other hand, focuses on the journalistic performance and the editor as an active 
user of the technology. It is therefore crucial that the system is rolled out across the 
media company’s production – not just where AI is involved.  
 
The cornerstones are what I call stages of procedural disclosure: direct, indirect, 
specific and general. The stages can be further grouped as formal labelling and 
content transparency.  

Formal labelling 

 Direct labelling: user orientated. This 
information is visible to the user; from a 
media perspective, direct labelling is 
primarily relevant for distribution on the 
company’s own channels (such as the 
website). 

 Indirect labelling: machine-readable 
metadata tagging. Essential for distribution 
on other channels, metrics & analytics, 
archiving, and academic research 

Content transparency 

 General transparency: basic information. 
Low-threshold access to the editorial 
principles of the newsroom, explained in a 
clear and understandable way 

 Specific transparency: information about 
the specific journalistic content in question. 
Description of how this piece of journalism 
came about (sources, authors, use of AI-
tools, versions...); can call on the metadata 
added as part of indirect labelling 
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In terms of architecture, the concept is inspired by the UX recommendations of the 
Coalition for Content Provenance and Authenticity (C2PA), which provides several 
levels of information according to the click to inspect principle.87  
 

 
Fig. 1: Levels of Disclosure: click to inspect (Source: C2PA) 

Admittedly, this approach is quite demanding on users, who have to actively 
retrieve the information.  
 

 
Fig. 3: Show/hide metadata: click-to-inspect in text journalism 

 
In addition, such a system involves implementation efforts for media companies. 
However, the industry already has experience in providing descriptive or contextual 
information alongside its journalistic content.  
 
The proposed approach would allow these strategies to be formalised. The click to 
inspect principle for accessing additional information has long been implemented in 
the media sector. One example is the APA news agency’s metadata box (see above). 
 

  

https://c2pa.org/specifications/specifications/1.4/ux/UX_Recommendations.html
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Conclusion 
AI applications have taken their place in journalistic media production. But when it 
comes to how we communicate this, we talk too much about technology and too 
little about journalism. We are allowing semi-autonomous systems into our 
newsrooms. We let a new player in as an ‘assistant’ or even as a ‘colleague’ - but we 
don’t think about the impact on our freedom of action.  
 
When we outsource decisions to semi-autonomous systems, we need to be aware of 
the impact their decisions can have on our journalism – how it is created and how it 
is published. And when we use semi-autonomous systems to help us write our 
articles, we need to be aware that we are making them co-authors.  
 
I have identified two crucial factors in the question of what we should disclose: Who 
has the editorial decision-making power? And who is the ‘author’ of the final 
journalistic product?  
 
The framework I have developed can help media organisations and newsrooms 
classify the use cases in their organisations and decide for or against a particular 
disclosure. 
 
So far, so good. But how do we disclose? 
 
Disclosure strategies cannot be an end in themselves. They need to be 
uncompromisingly user-centric. I conclude that the seemingly straightforward 
approach of simple labels is problematic for several reasons. 
 
First, we label AI participation in journalism as something exceptional – but in some 
use cases it is already the rule, and this will increase. At what point do such labels 
become so obsolete that we do away with them altogether?  
 
Secondly, if we only label ‘AI’, we obscure the view of the journalistic process.  
Highlighting only AI would marginalise journalism as an afterthought. But we stand 
by our journalism – whether AI was involved or not! We should convince users of 
that. 
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Third, as long as AI is still seen as an ‘exception to the norm’, a simple AI label 
could have the opposite effect: users would trust the content less – even though we 
have worked in a journalistic and ethical way.  
 
Fourth, for users with little knowledge of AI technology, or for users who are already 
AI-literate, such labels do not provide any added value. 
 
In our business, transparency increasingly means explainability. I have outlined the 
design of a labelling system that transparently explains how we do journalism and, 
of course, provides information about where AI is used. The goal is for users to be 
able to actively learn about how we do journalism, at different levels of granularity. 
 
It will take a lot of work to develop and implement this system. But we are facing a 
hybrid disruption of journalism, and there are no easy answers. 
 
Let’s stop labelling AI. Let’s label journalism. 
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